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Abstract. Syntactic links between content words in sensible texts are intuitively
conceived 'normal,' thus ensuring text connectivity. Criteria of the word con-
nectivity are already known for text corpora, but for the Web they should be re-

vised. We propose to measure lexico-syntactic connectivity between content
words by means of the Web with a specially introduced Stable Connection In-
dex (SCI). SCI is similar to Mutual Information well-known in statistics, but
does not require iterative evaluation of total amount of Web-pages under search
engine's control and is insensitive to both fluctuations and slow growth of raw
Web statistics. Based on Russian material, SCI exhibited concentrated bell-form

distribution for some type of word combinations. We compare SCI criterion

with other one which, being very similar to Mutual Information in form, proved
to be nearly equivalent to SCI in its distribution.

1. Introduction

Syntactic links between content words in sensible texts are intuitively conceived

'normal,' thus ensuring text connectivity. In fact, the task of measurement of connec-

tivity between words arose many years ago, in information retrieval (e.g., [3, 10]) and,
in the recent decade, in collocations extraction and acquisition (e.g., [4, 6, 9]). For text

corpora evaluations, a well-known statistic measure reckoning on numbers of occur-

rences of words and their combinations was proposed under name of Mutual Informa-

tion [9]. Rapid development of the Web compels to revise the available methods and

criteria oriented to the text corpora [5]. Indeed, raw statistical data in Web search en-

gines are measured in numbers of relevant pages rather then in word occurrences.

In this paper we propose to measure lexico-syntactic connectivity between content

words with aa specially introduced Stable Connection Index (SC). In the form, SCI is

similar to Mutual Information (Ml), but it operates by statistics of relevant Web-pages

and thus is convenient for Web measurements. Just as MI, SCI is nearly insensitive to

both quick fluctuations and slow growth of all raw Web statistics delivered by
search engine, but in contrast to MI, it does not require iterative evaluation of the total
amount of pages under the engine's control. Our additional goal is to compare SCI
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equal to only 1/50 of the whole set size. Hence we can conclude that the compared two
criteria are nearly equivalent. The only reason to prefer SCI is that MMI requires four
time-consuming accesses to the Web, while SCI needs only three of them.

5. Conclusions and Future Work

A convenient numerical measure for lexico-syntactic connection between content words is

proposed - Stable Connection Index. It is computed based on the raw statistics automati-

cally delivered by a Web search engine about pages with content words and their pairs.
SCI is nearly insensitive to both slow growth of search engine's resources and quick fluc-
tuations of raw Web statistics.

For comparison, another criterion of lexico-syntactic connection was also studied -

Modified Mutual Information. It proved to be nearly equivalent to SCI, and the reason to

prefer SCI is that MMI requires an additional access to the Web.

Both criteria can be used for acquisition of new collocations from the Web, for detec-

tion and correction of semantic errors in texts, and for extraction of composite terms and
names needed in information retrieval.
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